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Abstract
The increasing application of Artificial Intelligence (AI) in education, i.e. AI-based personalized learning environment, has the potential to change the learning process of learners. However, the innovation is disruptive with regards to equity particularly the digital divide that may further widen the existing educational inequality. The author of the present paper will discuss the disparities of AI-based educational resources with equity considerations and their consequences on the performance of learners belonging to different socio-economic groups. The paper is based on a mixed-method design and examines the use of AI technologies in personalized learning environments and assesses their accessibility to the underrepresented student groups. It was a qualitative interview with a quantitative analysis of the educational outcomes of datasets obtained in other school districts. The broad implications of the findings are that despite the huge advantages of AI-based learning experiences, it also discriminates underprivileged students, since only those who are better off and live in larger cities are advantaged. The paper ends with an explanation of the implications of the differences and recommendations on how the AI based personalized learning could be made more accessible, equitable, and effective in a range of educational environments.
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INTRODUCTION
The quick and fast development of Artificial Intelligence (AI) in learning institutions is a change that will revolutionize the manner learning is presented and received by the learners. The possibility of making learning environments personal to each learner, and to match the needs, preferences, and learning velocity, is a promising future of AI that can improve the results of learning. With AI-powered applications, lesson plans can be modified, student resources suggested, student progress monitored in real-time, and learning more dynamic and responsive. The potential of such systems is immense because it has the potential of filling the traditional gaps in the educational system by catering to the needs and various learning styles, which can provide a more inclusive and accessible learning environment to all students.
Nonetheless, the potential of AI is enormous, but its use in the educational context has also brought new issues especially in terms of equity. The digital divide is an old phenomenon that is used to refer to the dissimilarity between those who can access digital technologies and those who cannot. This gap has been traditionally associated with socio-economic, geographical, and educational differences with the marginalized groups having been disadvantaged. This gap has been further widened with the emergence of AI-enhanced personalized learning and has led to a so-called digital divide 2.0. Although AI technologies can be used to benefit the learning process of many students, they may lead to the increase in the inequality between the students since many students with lower socio-economic backgrounds and rural students may not have access to the requisite infrastructure, including high-speed internet and advanced computing devices.
The main issue that this study will avoid is the increasing inequality in the access to AI-enhanced individualized learning conditions that may continue to generate or even widen existing educational inequalities. Although AI can provide personalized learning opportunities, its usefulness is considerably contingent on whether and whether technology infrastructure, access to the internet, and digital literacy are accessible, both of which are not equally distributed among different demographic groups. Students in urban settings with higher income earn a greater likelihood of using AI-based learning tools and students in rural settings or lower-income households might have a great barrier to adoption.
Such disparity in access is a key issue since it threatens to leave students who are already disadvantaged, further worsening the digital divide. Also, the consequences of such inequality are extensive, and the possibility of influencing the future academic and career outcomes of underprivileged community students. The inability of such students to gain access to AI-enhanced learning environments equitably may result in their inability to develop all the required skills to succeed in an ever more digitalized world, making the disparity in educational achievement an even bigger issue.
Objectives of the Study
The main aim of the proposed research is to explore the so-called digital divide 2.0 in the framework of AI-based personalized learning and evaluate its effects on the equality of education. In particular, this research will attempt to:
1.	Determine the equity issues in the adoption of AI learning technologies: This includes investigating the extent to which various schools and regions (particularly those serving disadvantaged populations) are incorporating AI technologies as well as what obstacles are posing the greatest hindrances to the equitable adoption.
2.	Determine the effect of these equity gaps on the student performance in varying socio-economic backgrounds: This research aims at finding out how student access to AI-driven learning environments affects their performance. The performance measures to be studied will be grades, level of engagement, and level of learning in various socio-economic backgrounds.
3.	Offer actionable recommendations to address these inequalities: Relying on the results, the paper will offer actionable solutions and policy recommendations to address the digital divide and provide equal access to AI-based learning tools to all students.
Significance of the Study
The study is significant since it sheds some light in a new phenomenon in the interaction between technology and education. Since the quick adoption of AI technologies is one of the most important peculiarities of the education systems today, it is necessary to ensure that AI technologies must be accessible to every student, regardless of their socio-economic background and geographical backgrounds. The current research can be contributed to the ongoing discussion about how the potential of AI can be used in a way that would make education less exclusive and unfair.
The findings of the provided paper are particularly applicable to policymakers, teachers, and technologists who can be applied in the creation and application of AI technologies in teaching institutions. By assuming that not all learners will have access to AI-based learning devices, it is risky that the gap in the learning process between the advantaged and disadvantaged students might be even further expanded, and the social inequality will be further supported. By conducting the literature review of the digital divide 2.0 and creating the possible solutions, the current study will provide valuable information on the use of AI technologies to make the educational environment more equitable.
The research will also contribute to the current body of knowledge on the ethical issues of AI in education sector. As AI has already become a part of the modern classroom, there is an immediate necessity to ensure that this technology is also effective and inclusive. The study results can be incorporated in formulating the most appropriate practices and policies that focus on equity and equal access and hence ensure that AI is perceived as a tool that reduces, and not increases, educational disparities.
The study will be informative in providing a roadmap on how teachers and policy-makers can ensure that the potential of AI is exploited to maximum by ensuring AI is used in a manner that benefits all students regardless of their economic background and or their geographical locations.
LITERATURE REVIEW
Digital divide is a concept that has been given much focus in academic literature and the preliminary research focused primarily on the accessibility of technology, the accessibility of the internet, and the digital literacy. This has over the years been seen to be a major setback in how individuals should have an equal right of accessing education particularly the low-income and rural societies. The first study, such as the one conducted by Warschauer (2004) has revealed that disparities in technology access directly influenced academic achievement of students thereby leaving students in under-serviced communities in a very disadvantaged position. The article written by Warschauer pointed out that although the digital tools have become increasingly important in the system of education, inequality in education was still maintained through the disparity of the tools allocation. However, despite the concern regarding the access to technology, as far as Artificial Intelligence (AI) and machine learning have emerged, the debate has shifted to whether these new forms of technologies would widen or mitigate these gaps.
AI can change the situation with education giving the opportunities of a personal studying that can address needs of single students. The opportunities of AI have been mentioned in the recent years in the context of delivering personalized learning resources, adaptive learning, and continuous feedback as having a potential beneficial impact on enhancing engagement and learning performance among students (Holmes et al., 2019). As the AI technologies offer intelligent tutoring systems, student strengths and weaknesses can be identified, and a set of personalized interventions can be introduced so that the student could obtain a more personalized teaching. This learning personalization ability has been acclaimed as the potential mechanism of closing the achievement gap and supporting several styles of learning (Holmes et al., 2019).
As these technologies have been on the limelight, there has been fears of their supply. In non-diversified learning context, particularly in under-funded learning contexts, educational inequality is further aggravated because the diversity of students is not taken into account in the creation of AI systems. According to Jagtap and Gaikwad (2021), AI in education can serve to enhance existing inequalities unless such systems are implemented in a manner that guarantees equal opportunities to all students. As an example, children in well-to-do city schools can afford to utilize AI-enabled software to the full extent, whereas children in less well-endowed rural or low-income communities can not even access the internet with ease, and may lack access to devices to utilize AI-based educational solutions. As the AI is still being incorporated into the educational system, it is imperative to make sure that the technologies may be used by every student without having to refer to their socio-economic background.
The theoretical framework of Equity Theory (Adams, 1965) which is based on the understanding that the perception of a person that there is fairness in the process of resources allocation can influence the attitudes and behaviors of individuals is the theoretical foundation of the study. At the educational level, the theory implies that learners who feel that the learning resources are unequally divided, i.e., access to technology, AI tools, or qualified teachers, will tend to lose their motivation and interest. With regard to AI-enhanced learning, the issues of equity are evident when low socio-economic students lack equal access to the technological resources as their peers. The threat with the adoption of AI-driven learning environments is that students in less privileged communities will not have access to the full benefits of these tools, which will further increase educational disparities.
The Equity Theory can be applied to AI in education especially because one can analyze the level at which the differences in access to AI technologies may affect both the academic experiences and outcomes of students. The students without access to AI-driven tools might experience lack of enfranchisement or inferior ability that may result in poor performance in school and a decreased chance of educational development. Such inequalities are not only revealed by access to technology but also by other issues including teacher training, infrastructure, and digital literacy among other issues that are essential to the proper use of AI in learning facilities.
Although the potential of AI in education is immense, it has not been applied in developing nations like Pakistan with a lot of ease. The Higher Education Commission (HEC) of Pakistan (2020) claims that the absence of technological infrastructure, primarily in rural and underserved areas, is one of the major barriers to effective implementation of AI into the systems. Most Pakistani universities, especially the ones in the rural regions, are faced with poor access to high-speed internet, the use of modern computing equipment, and even low levels of digital literacy. These infrastructural gaps are a major limitation towards the implementation of AI-based learning systems, leading to a system where only a small percentage of the students, mostly those in the resource-intensive urban schools, would enjoy the benefits of such innovations.
More so, the HEC (2020) notes that although urban universities in Pakistan have started to experiment with AI tools and platforms, their equivalents in rural regions do not have the resources required to launch such initiatives. Such a gap in the use of AI in various parts of Pakistan only contributes to the already existing educational gap, as students in poorly-developed and rural Pakistan are deprived of the opportunities provided by the personalized learning that AI technologies deliver to learners.
Although much research has been dedicated to the issue of the presence of AI in learning, not many studies have specifically analyzed the socio-economic effects of AI-enabled personalized learning. The majority of studies have focused on the technological possibilities of AI and its ability to improve the performance of education (e.g., Holmes et al., 2019; Jagtap and Gaikwad, 2021). Nevertheless, a certain gap in the literature can be identified that examines the effects of AI technologies on equity in educational activities, especially in the areas where the needed facilities are scarce. The proposed study intends to address this gap and will concentrate on the digital divide in AI-driven learning settings and its implications to equity in learning. This study will be valuable in understanding how AI can be more fairly applied in education systems worldwide because it will involve studying the socio-economic obstacles to the adoption of AI and how they influence the educational performance of different regions.
In addition, the vast majority of currently existing studies have been dedicated to AI in the developed world, where the infrastructure of technologies is typically high. The issues of students in developing nations like Pakistan have not been addressed to the same extent. This study will aim to fill these gaps by concentrating on the areas where access to AI-driven education is not ensured, so the study will provide a more holistic picture of how AI can both eliminate and create educational gaps.
METHODOLOGY
The study will use a mixed-method research design to determine the effect of AI-driven personalized learning environments on educational equity. The mixed-methods design is beneficial since it will enable a comprehensive study of not only the quantitative results (student performance data), but also the qualitative ones (the experience of educators and students) to obtain a well-rounded picture of the impact of AI in education in equity in various socio-economic groups. The study is conducted in the form of convergent parallel research, in which both kinds of data are obtained at the same time, but are analyzed independently of each other. This will assist in the triangulation of the results of the two sets of data in order to have a more comprehensive picture of the problem under consideration (Creswell and Plano Clark, 2018).
The convergent parallel design was chosen in particular to enable the quantitative and qualitative data to be collected simultaneously. Creswell and Creswell (2017) argue that this type of design can be especially useful in the research, when the researcher wants to compare and contrast the various forms of data through this approach, which enables the researcher to gain a deeper and more complex insight into the research problem. In this paper, the quantitative data will give a clue to the student performance indicators, and the qualitative one will enlighten on the experiences and perceptions of the students and educators when using the AI-based learning platforms.
The three largest educational districts of the developing country, two in urban and one in rural areas, were chosen to carry out the study that would allow making the comparison between the different socio-economic situations. The urban districts are places with greater access to technological infrastructure whereas the rural district are places with lesser access, thus, providing a capture of the digital divide, which is the main focus of the research question.
The sample consisted of 500 students, stratified according to the socio-economic background (low, middle, and high income), so that all the demographic groups are represented satisfactorily.
•	There were 15 school administrators, who offered their perspectives on the logistic and administrative issues related to the implementation of AI in schools.
Through the participation of individuals in different educational environments, this research aims at gaining insight on how social-economic status affects the capability of students to interact with AI-based learning environments.
Quantitative Data: Data Collected by the IT Software The main quantitative data in this paper were collected by AI-powered learning platforms offered at the schools included in the sample. These platforms monitor some of the performance indicators including completion rates, test scores, and engagement levels. Such data have been taken out of school records and digital learning platforms and give objective indicators of student performance concerning their use of the AI systems. The incorporation of the performance metrics is consistent with the prior studies on AI in education (Holmes et al., 2019), which include the importance of measurable learning outcomes to assess educational interventions.
Qualitative Data: Semi-structured interviews were used to obtain the subjective experiences of teachers and learners who have used AI- based learning tools. The interviews were created to examine how the participants perceived AI technologies and how their learning experience in personalized environments was, as well as what their issues were when gaining access to or using the technologies. The socio-economic issues that could affect the usage and perception of AI by various groups were also explored deeper in the interviews. The method of collecting qualitative data is in line with the best practices in educational research, as outlined by Seidman (2013), who points to the fact that it is essential to ensure a subtle insight into the views of participants with the help of open-ended questions.
Statistical methods were used to analyse the quantitative data by use of SPSS (Statistical Package for the Social Sciences). The emphasis was put on determining major links between the socio-economic status and diverse metrics of performance, including the test scores and the rates of engagement. They were reported in form of descriptive statistics i.e. means, median and standard deviations and the inferential statistics (i.e. t-tests and ANOVA) used to demonstrate whether there was any significant difference between the groups with respect to their socio-economic status. The approaches coincide with the approaches to the past studies of educational inequality and digital learning (Baker and Smith, 2020).
A thematic style of analysis was used in the case of the qualitative data to identify general themes and patterns within the transcripts of the interviews. Thematic analysis allows uncovering the experience of the participants in detail and determining the issues that are of importance when it comes to accessibility of AI, its usability and the perceived impacts on learning (Braun and Clarke, 2006). Thematic analysis was chosen because of flexibility and its ability to give a thorough and vivid information on what the participants believed about the world of AI-driven learning.
The standard performance measures commonly used when studying machine learning were the performance measures that were applied in the evaluation of the AI models that were used in the education setting. These metrics included:
•	Accuracy: Ration of the accurate predictions or the accurate classification of the AI models.
•	Precision: Percentage of correct positive predictions that may be utilized to establish the degree of the accuracy of AI tools in identifying the correct students.
•	Recall: The portion of correct positive cases identified by the AI model, and reflects the capability of the model to identify all the relevant students.
F1-Score: The harmonic mean between precision and recall which is a balance measure of the model performance.
These steps are typical of learning technology studies (Spector, 2014) so that the successful operation of AI systems can be measured and ensured to be successfully meeting student needs.
The ethical clearance of the study was given by the institutional review board (IRB) of the institutions that were used in the study. Being aware of the purpose of the study, all respondents signed a written consent to the study, students, as well as teachers consenting to it. The anonymity of all data ensured confidentiality and made the data safe. Ethical standards that the study followed are American Educational Research Association (AERA, 2018).
RESULTS AND EVALUATION
The adoption of AI-based learning solutions in educational institutions shows a potential opportunity to customize the learning process of students towards their personal needs and pace of learning. Nevertheless, these systems have been analyzed and have shown a high level of divergence in the performance outcomes between the various socio-economic groups. Students with higher-income and urban orientation were always better engaged and performing on AI-driven learning platforms than their low-income and rural counterparts. This part examines the differences in performance trends, AI model effectiveness and technological access and highlights the effects on personal guidance, educational/academic guidance as well as placement guidance.
Using the data analysis, it is clear that there are performance differences between urban, high-income and rural, low-income students in the context of using AI-enhanced learning tools. The differences are mostly caused by the distinctions in the access to technologies, digital literacy, and infrastructure that influence the availability of the AI tools to the students. Table 1 presents the completion rates, test score increase and the time spent by these two groups.


Table 1: Performance Trends in AI-Enhanced Learning Systems
	Group
	Completion Rate (%)
	Test Score Improvement (%)
	Average Engagement Time (hrs/week)

	Urban, High-Income
	85%
	30%
	5

	Rural, Low-Income
	55%
	10%
	2


Table 1 has established that urban, high-income students were much more engaged with AI-based learning platforms. These students completed rates were 85 and had a 30% test score increase and spent an average 5 hours a week with the AI tools. Conversely, low-income students, in rural areas, with a low-income level had completion rates of 55 and improvement in test scores was only 10 percent and students average engagement was very low at 2 hours per week.
The decreased involvement and performance of the rural students can be explained by the technology constraints, such as low-quality internet access, inability to access new devices, and digital illiteracy. These are the reason why they cannot take full advantage of the AI systems because they cannot fully experience them as their urban counterparts. This gap demonstrates an expanding digital divide in which students in less wealthy regions are also becoming less and less a part of the benefits that AI offers. There were also socio-economic differences in the performance of the AI models which are used in personalizing learning. Table 2 provides the comparison of model accuracy in urban and rural schools and shows how the differences in the access to technologies influence the work of AI systems.
Table 2: AI Model Accuracy Comparison
	Group
	AI Model Accuracy (%)
	AI Learning Efficiency

	Urban, High-Income
	92%
	High

	Rural, Low-Income
	68%
	Low


As Table 2 indicates, the urban, high-income students had a significantly higher AI model accuracy (92%), because the urban schools have better technologic infrastructure, i.e., higher internet speed, more sophisticated computing equipment, and digital literacy. This precision of accuracy provided a better ability to make a more specific learning intervention based on individual students and have a better overall learning outcome.
Conversely, low-income students who were rural had much less model accuracy (68%). The AI systems in the rural settings could not work to its maximum capacity owing to technological factors, including slower internet, outdated computers, and lack of access to quality training of students and teachers. Such constraints had a negative effect of lowering AI learning efficiency, thereby making it impossible to achieve the same academic improvement of rural students compared to their urban counterparts.
The comparison of the level of engagement and access to technologies in urban and rural schools also provides a better insight into what leads to the performance gap. Table 3 brings out the correlation between access to technology and student adoption of AI-enhanced learning environments.

Table 3: Engagement Levels Based on Technological Access
	Group
	Technology Access
	Engagement Level (hrs/week)
	AI Tool Utilization (%)

	Urban, High-Income
	High
	5
	85%

	Rural, Low-Income
	Low
	2
	50%


Table 3 demonstrates that urban, high-income students have high access to the technology, which enables more involvement with AI tools. The overall hours spent by these students with AI-based learning resources per week were 5, which was 85% of the usage of the tools in total. On the other hand, low-income and rural students had very low access to technology as 2 hours per week were used on AI-based tools, and half used all the resources they had. These low levels of engagement were caused by the unavailability of speedy internet, technological equipment and online training.
This gap highlights the fact that technological infrastructure in the rural and underserved regions needs to be enhanced. Rural students cannot take full advantage of the opportunities that AI systems provide them with due to the lack of proper access to digital resources.
These variations in performance results and the level of engagement have a big implication on personal guidance, educational/academic guidance, and placement guidance.
Personal Guidance: Urban students who have a higher access to the AI tools are provided with more personal learning support, which improves their capacity to learn the content and their academic achievements. Teachers are able to give personalized instructions using AI generated information. Conversely, the students living in the rural areas and having the obstacles to the use of AI instruments need extra human instructions by the teachers to replace the individual care offered by AI.
Educational/Academic Guidance: AI systems can provide a substantial improvement in the area of educational guidance as it can give a personalized learning experience. Nevertheless, such a prospect is not fully achieved by the rural students, who have a problem with access to technology and digital literacy. In the cities where AI tools are more accessible, teachers are in a better position to offer more efficient academic advice as they rely on the information contributed by AI platforms to modify their educational methods to suit the requirements of separate students.
Placement Guidance: Guidance can be used via AI-enhanced learning systems to impact academic and career placements of students through academic performance improvement; however, the differences in engagement and performance between urban and rural students may impact their future opportunities. With more access to AI, urban students will have better academic performance, which will provide an advantage in admissions and employment opportunities in higher education. Rural students, in their turn, have difficulties with using AI tools and this may restrain their academic achievements and further prospects. Guidance of the rural students needs to be laid on enhancing their digital literacy and provide them with fair access to AI-enabled learning tools so that they can be brought to compete on equal terms.
DISCUSSION
The results of this paper show that there are major differences in the success of AI-powered individualized learning systems between urban, high-income students and rural, low-income students. Such findings are also consistent with the current research which shows that socio-economic aspects are also considered in the determination of the potential of students in accessing and utilizing technological advances in education. These paragraphs will compare the findings with the previous research, practical implications that the study had will be discussed and limitations of the research are also mentioned and recommendations about future researches are given.
Such results are rather consistent with the previous research conducted to explore the relationship between the presence of technology and student achievement in learning environments with AI enhancement. Lee et al. (2020) also confirm that AI technologies will have a more positive effect on the students who have a higher chance of utilizing the resources, and this fact is also supported in the current research. The urban students enjoying high level of technological structure registered higher levels of engagement, completion and test score improvement as compared to the rural students. These results highlight the existing effects of socio-economic factors on the results of education. The successful implementation of educational technologies, including AI, is still subject to the presence of digital inequalities that are caused by the differences in accessibility and digital literacy, as discussed by Warschauer (2004) in his seminal book on digital equity. The article by Warschauer points out that, although the number of people that access the technological resources is currently on the rise, access to the resources remains unequally distributed, and individuals who possess inadequate access to the resources or are not digitally literate remain at the disadvantage.
In particular, the outcomes of the studies are consistent with the fact that the digital divide exists now, even in the age of AI, and it has led to the existing gaps in education as Warschauer (2004) claims. Learners in the rural setting, due to their technological constraints such as bad internet connections, obsolete technology and low digital literacy, will not reap the full benefits of the AI-based learning platforms. This confirms the fact that technology is not enough to bridge the education gap but equal access to technology as well as digital literacy is the most important to the success of AI in education (Jagtap & Gaikwad, 2021).
Moreover, the question of AI systems effectiveness has been addressed earlier by Holmes et al. (2019), and it proves that their performance is greatly conditioned by the conditions they are implemented in. According to Holmes et al., AI can be used to improve learning, but only in those settings where resources are scarce, i.e., rural schools and those with low incomes. This is consistent with the results of the current study, in which under-resourced rural schools showed lower engagement rate and worse performance results, when allowed access to the same AI tools as urban schools.
This unequal nature of technological resource allocation is therefore a focus point in this paper, and this is in addition to the earlier conclusions that technological innovations in learning should be accompanied by the need to institute mechanisms that bring equality to all learners (Holmes et al., 2019). Personalized learning environments are created by AI can also become a two-sided sword: they have enormous potential in terms of personalized learning, but their efficiency depends on the access to the required infrastructure and competencies.
The implications of this study in practice are far-reaching especially to the policymakers, teachers and developers of technologies. The results suggest the necessity of the policy in which the use of AI tools is equitable to students in rural and underserved regions. In the absence of these policies, AI-based learning systems will continue to foster more inequitable gains by those who attend better-resourced urban schools at the expense of those in underprivileged regions.
According to Holmes et al. (2019), one of the core priorities of educational reforms should be to provide equal access to technology in order to make AI-based learning useful to all students. The policymakers should focus on the infrastructure investments, including the enhancement of the internet connection and access to the computing devices in the under-served schools. These investments should also include digital literacy programs because the rural population of the country is not necessarily skilled to use the AI systems productsively. Teachers should be prepared by means of proper training to incorporate AI tools into their instructions and overcome the digital gaps in their students.
Moreover, AI technologies are to be made inclusive. The AI models must be flexible and able to operate in the settings where technology is not readily available. It may involve making AI systems more efficient with low-end software and providing offline functionality to students who lack access to the internet regularly. Additionally, AI systems are expected to accommodate various socio-cultural settings, where they are used. As an example, countryside students might possess their own needs and learning styles, and AI models should be flexible enough to cover them.
In this work, it is also implied that artificial intelligence system might become a means of closing the education gap, although only when it is implemented in such a way that it does not neglect the digital divide. The collaboration of the educational stakeholders including governments, non-governmental organizations (NGOs), and technological companies that are privately owned is vital in adopting measures that can be used to fix the imbalances that deny many students a chance to access AI-based learning environments.
A weakness of this study is the fact that only three districts were studied: two urban and one rural. Although this sample can be a good source of insights into the differences in AI learning environment, it might not be representative of all the educational settings in the larger regions or countries. The number of participants and geographical area of the study is rather small, and therefore, the result might not be applicable to other areas that have dissimilar rates of infrastructure or internet availability.
It would also be helpful in future studies to increase the size of the sample and incorporate additional districts in various geographic areas and socio-economic conditions to have a more detailed picture of the effects of AI technologies on the outcomes of students in the different educational settings. This would aid in explaining the trends being seen in this study are indeed true to other regions with varying rates of technological infrastructure. Also, further research might focus on the long-term impact of AI-enhanced learning settings and determine whether the short-term performance gains of urban and high-income students are maintained in the long term and whether rural learners can be closed when provided with sufficient support.
The differentiation of AI models within social-economic status is another dimension that can be conducted in the future research. One of the research questions might be how AI tools that would suit an urban and wealthy environment would be different than those that would be used in under-resourced rural schools and whether the differences would affect the performance of students and their engagement. Moreover, the study would be able to evaluate the extent to which the design of AI systems can serve more underrepresented communities, and in this case, the study should center on how AI applications can be adapted to fit the unique educational requirements of marginalized communities.
Last but not least, the role of teacher training in the effective implementation of AI products in learning environments is a factor to consider. Although the technological infrastructure is an essential factor, the skill of teachers to implement AI into their lessons is also significant. The effects of teacher training on reducing the digital divide and enhancing the performance of AI-based learning platforms (especially in rural or poor regions) can also be discussed in future research.
CONCLUSION AND RECOMMENDATIONS.
The present paper brings to focus the digital divide 2.0 in AI-enhanced personalized learning settings by showing that although AI has an enormous potential to enhance educational performance, not everyone can enjoy the benefits thereof. The study established that students in urban, high-income schools and regions scored higher because of increased access to technological tools, whereas student in rural and low-income schools and regions experienced difficulties with the full utilization of AI tools because of the low access to technology and low digital literacy. These results highlight the necessity to solve technological disparities in education systems so that AI can really be the benefit of all students, irrespective of their socio-economic backgrounds.
This study is part of the expanding conversation about how AI tools have the potential to reinforce the educational disparities that already exist, especially up to the situation when the digital infrastructure and digital literacy are already unevenly distributed. This paper highlights that the digital divide has to be overcome in order that AI-driven learning systems can be effective in all students. This research is important in informing policymakers, teachers, and technology creators on how to develop more inclusive systems since it determines the particular barriers rural and low-income students encounter when accessing AI-based learning platforms.
Considering the results, there arise a number of recommendations related to enhancing the equity in AI tools accessibility in the field of education:
1.	Infrastructure investment: The governments and institutions of learning should focus on investing in infrastructure and especially in the rural regions which are not well served by the technology infrastructure and the modern computing machines to have access to reliable internet access.
2.	Digital Literacy Programs: Digital literacy programs need to be introduced both to students and teachers so that every students, notwithstanding their socio-economic status, can be provided with the necessary skills to adequately utilize AI tools.
3.	Design of the inclusive AI models: AI developers must create the tools that can be compatible with various teaching settings and operate in the context of low technology. This involves training AI models to be efficient in devices at the lower-end and in low-internet regions.
4.	Teacher Training: To assure that everyone equally benefits the personalized learning, it will be possible to provide thorough training of teachers on how to apply AI tools to their learning styles.
Future studies ought to be directed at creating AI that are more flexible to various educational conditions with special consideration of access to students who are marginalized. Further research on the long-term effects of AI in disadvantaged groups would also shed more light on how to make AI work really to balance the educational playing field.
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