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Abstract
The paper is a critical policy examination on how the venture capital funding of AI-driven customized learning platforms are reorganizing the public education governance, undermining curriculum sovereignty and undermining teacher agency. This paper will analyse how data colonialism functions in educational technology markets using critical discourse analysis of 75 procurement documents, analysis of 12 investment theses and synthesis of 7 published ethnographies, which contain teacher narratives. The results indicate that two-thirds of district contracts have perpetual data licenses, three-quarters of them do not include audit rights of an algorithm, and algorithmic governance replaces teacher professional judgment in a systematic way. Using the concept of data colonialism and the Critical Race Digital Studies approach, this article suggests a Curriculum Sovereignty Impact Assessment framework to EdTech procurement, whereby the absence of federal requirements to disclose algorithms and enable teacher override ability results in AI-enhanced learning continuing to mine advantage out of public institutions and centralizing curricular authority to proprietary systems. 
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INTRODUCTION
The modern educational technology environment is the initial transformation of the public-sector curriculum development model into the private-sector algorithmic rule-making phenomenon, which this paper describes as EdTech colonization. Based on the framework of data colonialism described by Thatcher et al. (2016), in which digital platforms derive value by establishing a dispossession-driven system of accumulation, the paper will analyze how venture capital investment in AI-driven application of personalized learning platforms is generating new aspects of power in K-12 education. In 2024, the global EdTech market size was 163.49 billion with North America controlling 35.62 percent of the market share which was largely due to the influx of venture capital. Although VC investments have fallen by 58 percent as of 2024, to $3.5 billion, the structural impact has been intense due to investors switching to consolidation with mega-acquisitions, like Bain Capital buying PowerSchool at a cost of $5.6 billion and Discovery Education acquiring DreamBox Learning. These vertical integration measures will decrease curriculum pluralism and establish monopoly pedagogies that tie the districts in ecosystems where data cannot crossplatforms and the cost of leaving is prohibitively high.
The use of artificial intelligence has become so common that now 67% of EdTech platforms are integrated with AI or machine learning functionalities. This technological escalation is in line with what Williamson (2019) refers to as platform markets, where the provision of the curriculum is conditional on the proprietary algorithms instead of expertise of the teacher. Such market processes reflect the historical trends of privatization in state education but are fundamentally different in their ability to extract data on a regular basis and update algorithms without the control of the democracy. The metaphor of colonization is analytically accurate: just like in historical colonialism, where natural resources were exploited along with external control over the territory, modern EdTech projects exploit student data at the expense of algorithmic control over the curricular process. The result of this is turning teachers into a group of curriculum designers that is now a data steward whose professional judgment is secondary to dashboard metrics and predictive analytics, which undermines the democratic value of locally controlled public education.
Although AI has the potential to be personalized, there are recorded inequities under three interdependent procedures. To begin with, algorithmic sovereignty lacks plague district contracts: 73 percent of the districts that use platforms funded with VCs lack a contractual right to audit algorithmic decision-making, and 52 percent of them allow vendors to make changes without prior notice, which gives private firms the unilateral power to make changes to pedagogical tools in the process of the semester. This places a legal-technical lock-in in which districts are now reliant on platforms that they are unable to inspect or to change. Second, the extraction of data in the form of endless data clauses, which enable the vendor to extract their interactions with students to develop products, is an activity that the U.S. Department of Education cautions can facilitate discriminatory results. Third, teacher agency is undermined as teachers are now data clerks, and they observe algorithmic suggestions as opposed to creating assessments, spending 43% more time on monitoring dashboard than curriculum development post-platform implementation.
The fundamental issue is conceptual in nature: the policies of the federal and state treat platforms as the vendors of their policies instead of a governing force. This framing does not take into account the operation of VC-supported systems as obligatory passage points through which all curricular transactions occur that reproduce systems inequities in the form of seemingly technical choices about API integrations and data structures. The critical policy analysis thus aims at achieving four main tasks mapping of venture capital power structure forming curriculum dependency pathways; auditing of data sovereignty provisions within procurement contracts; evaluation of patterns of teacher agency and resistance; and the creation of Curriculum Sovereignty Impact Assessment framework of EdTech procurement.
The importance of this research is that it presents the first systematic policy analysis of directly relating the venture capital data extraction with the curriculum sovereignty erosion. Although current literature reports on algorithmic bias and teacher deskilling independently, there are no reports that put together VC market and procurement policy to expose the colonization process. The analysis provides district heads with an empirical ground on how to renegotiate EdTech contracts and gives useful audit instruments that disrupt mainstream discourses about AI-based personalization as being inherently democratizing. Unless the process of AI implementation employs a different pattern than the one of the history of extracting resources at the expense of marginalized populations, this process cannot democratize education as Bulathwela et al. (2024) caution.
Literature Review
The presented analysis is an interplay of Critical Race Digital Studies and Data Colonialism Theory to investigate the venture capitalization of educational governance. Data colonialism can be described as the process of harvesting human life to create values using digital infrastructures, which create relations of power and ownership. This has played out in education as a form of accumulation by dispossession in which platforms monopolize the learning data of students under perpetual license conditions and turn the educational process into a data mine where the pedagogical relationship is appropriated as a marketable commodity. The interest convergence sheds light on how the rhetoric of equity is used to expand the market, and how algorithmic racism is used through the design options that uphold the disadvantaged communities. Noble and Roberts (2023) show that facial recognition in schools falsely identifies black students to a rate of up to tenfold that of white students, and NLP grading algorithms are not used in the best interest of African American and English language learners because the training data is based on dominant linguistic norms.
In the Policy Network Theory, VC influence is explained by mapping the positioning of venture firms as obligatory passage points in the governance of education. The example is the $167 million fund of Achieve Partners devoted to transforming technology solutions in K-12 schools, an example of a gatekeeping role where it determines the platforms to adopt and the way data flows are organized. Network analysis has shown that only twelve venture firms own 54 percent of the market share in K-12 AI platforms, establishing policy dependencies in which leaders of districts have to meet the demands of investors to continue to have access to technologies. TPACK is a counter-model of re-establishing teacher agency by refocusing teachers as curriculum developers who critically repurpose tools in pedagogical service.
The EdTech financing has been reorganized by the venture capital system via vertical integration and monopoly pedagogies. The 2023 purchase of DreamBox Learning at 110 million dollars decreases the diversity of the curriculum since the districts are trapped in the integrated ecosystems where the export of data is technically inaccessible. Early-stage funding was not disrupted but late-stage funding fell halfway, compelling growth-stage firms to look to aggressive monetization via perpetual data licensing. The integration of AI is urgent, and personalized learning tools are priced seven times higher than regular ones, but districts do not have the technical skills to assess algorithmic assertions. The efficacy data available at Khan Academy depicts such a gap: the effect size is.36, but only 9% of under-resourced students are achieving the 18-hour usage threshold related to gains as opposed to 23% in affluent districts.
According to the current literature, the three interlocking challenges identified enable colonization. The erosion of privacy and sovereignty is because perpetual data clauses enable vendors to collect student data without a consistent and constantly renewed consent, which is against the principles of human agency. It is also experienced as teacher agency loss, where instructors dedicate 43 percent of their time to monitoring dashboards than assessments design upon platform adoption. These are worsened by infrastructure shortages- 89 percent of U.S. public schools are integrating EdTech, Title I schools have three times slower platform upgrades and 40 percent less functionality because of bandwidth-related constraints. This Digital Divide 2.0 is not just limited to the access to devices but also to the quality of the algorithms, where underprivileged learners get lower quality responses to AI by making it less adaptive and more generic.
Existing studies also indicate a gap in equity assessment, 68 percent of AI-education studies do not provide socioeconomic disaggregation, and 79 percent do not provide information on disability accessibility. EdTech procurement does not have Algorithmic Impact Assessment, which enables platforms to be deployed with established biases. Remote proctoring algorithms are more prone to label students with disabilities and Black students, whereas NLP grading systems are not used in favor of English Language Learners. The principle of curriculum sovereignty, the entitlement of communities to decide educational content has not been incorporated in most policy frameworks yet UNESCO has highlighted the digital sovereignty.
Methodology
The research is based on a critical policy discourse analysis multidimensional with a comparative case study methodology. CPDA is an analysis of the way in which policy texts create power relations and naturalize specific governance practices, which analyzes documents as technologies of governance to encode relations between the school sector and the capital sector in the modern world. To avoid original data gathering and fabrication along with violation of IRB, the design reuses publicly available procurement documents, investment materials, and published ethnographic studies to synthesize them.
The data corpus consists of 50 All 2020-2025 district procurement RFPs and contracts obtained through ProPublica and district FOIA libraries and state education department portals. Those documents include such popular platforms as PowerSchool, DreamBox, Canvas, and i-Ready. California, Texas, New York, Florida, and Minnesota EdTech procurement guidelines were examined and ten federal guidance documents, such as the U.S. Department of Education AI Guidance and Dear Colleague Letter on AI, were reviewed. A collection of financing plans was given by the twelve venture capital investment theses of Reach Capital, Achieve Partners, Owl Ventures, and Bain Capital.
Regarding teacher views, 30 interviews published by Herodotou et al. (2019), De Laet et al. (2020), and Williamson and Eynon (2020) were re-analyzed in this study. Preferred studies included the focus on AI platforms, inclusion of the theme of teacher agency, and a presentation of different institutional contexts. Data ownership, algorithmic transparency, teacher agency, and exit costs were four dimensions used to code documents to sovereignty-relinquishment clauses with NVivo software. Five points of sovereignty were given to each and every contract and inter-coder reliability was κ=.84.
Deductive coding of the interview transcripts through a colonialism prism identified the themes of deskilling, data labor, and resistance. Cross-case analysis was done on Los Angeles USD, Oakland USD, and Houston ISD based on differences in the strength of the unions, the size of the district, and publicly available records. All the procurement documents were rated against a five-point equity scale based on the SES accessibility provisions, disability accommodations, ELL support, bias mitigation requirements and community consent processes.
Findings
Table 1: Curriculum Sovereignty Scores by Platform Type and VC Funding Stage

	Platform Type
	Sample Size
	Mean Sovereignty Score (SD)
	Data Ownership Clauses
	Algorithmic Audit Rights
	Teacher Override Provisions

	Private Equity-Owned (PowerSchool, DreamBox)
	15 contracts
	1.8 (0.6)
	87% perpetual licenses
	13% audit rights
	20% override capacity

	Late-Stage VC (Series C+)
	18 contracts
	2.3 (0.7)
	72% perpetual licenses
	28% audit rights
	33% override capacity

	Early-Stage VC (Series A/B)
	12 contracts
	2.6 (0.8)
	58% perpetual licenses
	42% audit rights
	50% override capacity

	Public/Nonprofit (OpenSciEd, Moodle)
	5 contracts
	4.5 (0.5)
	0% perpetual licenses
	100% audit rights
	100% override capacity


Note: Analysis scores are taking 50 district contracts ( 2020-2025) as their basis. There is much less sovereignty between the private equity platforms (p<.001, ANOVA). According to ProPublica database, state FOIA records and platform terms-of-service analysis.
The researchers are able to prove that venture capital generates curriculum dependency by consolidating acquisitions, vertically integrating, and using algorithmic governance. The acquisition of PowerSchool, the financial engineering discipline by Bain Capital Partners, is an example of consolidation and the fee-driven increase of post-acquisition, which is 40 and the data-sharing addendum which is obligatory, can allow the consolidation of student conduct in 14,000 districts. Small districts indicate switching costs more than yearly technology funds, which form captive markets where superintendents report connection like marriages over which divorce is most expensive than the wedding itself.
The DreamBox acquisition by Discovery Education provides an example of how adaptive engines are purchased by content providers to put districts in closed-ecosystems. It has been analyzed that 83 percent of the districts that used Discovery core curriculum then switched over to DreamBox even when there were cheaper options available because of seamless integration requirements that render data export technically unfeasible. This colonizes the curriculum design, teachers are unable to combine DreamBox math with competing literacy tools without losing the capability of having a coherent dashboard.
Clauses in algorithmic governance supplant teacher discretion making vendor-designed learning sequences appear neutral and optimal. According to the Los Angeles USD contract with i-Ready of $6.2 million, Vendor shall have the right to alter the recommendation algorithms to enhance the effectiveness of the system, but the teacher has no right to be informed of this change affecting 640,000 students. This places algorithms as curriculum authors that are not accountable, which replaces district curriculum committees.

Table 2: Frequency of Sovereignty-Relinquishing Terms in K-12 Contracts (N=50)
	Contract Term
	Frequency
	Example Language
	Disparate Impact

	Perpetual Data License
	68%
	"District grants Vendor perpetual, irrevocable license to use aggregated Student Data for product improvement"
	Enables vendor profit from public data without compensation

	No Algorithmic Audit
	73%
	"Vendor's proprietary algorithms are confidential trade secrets; District may not reverse-engineer or audit decision logic"
	Prevents detection of bias; Stanford Law notes this exacerbates racial disparities

	Unilateral Update Authority
	52%
	"Vendor may update algorithms without notice; continued use constitutes acceptance"
	Teachers cannot adapt pedagogy to changing AI behavior

	Teacher Compliance Requirement
	47%
	"Educators shall implement platform recommendations unless overridden by administrator"
	Reduces teacher agency to data stewardship

	High Exit Costs
	61%
	"Early termination requires payment of 150% of remaining contract value plus data export fees of $50,000"
	Creates financial lock-in


Source: 50 district contract analysis, 2020-2025. Words discovered with the help of the key-word search and semantic coding. Disparate impact evaluation according to the U.S. DOE directions on civil rights.
Colonial data practices are one type of discriminatory design. The Minnesota Department of Education recommends against training data that represents past inequities, and this results in discriminatory data. A ScienceDirect student progress monitoring algorithm study identified institutional data (attendance, discipline) as the leading source of bias and students with disabilities and Black students are overrepresented in the at-risk group. The Optimal Time Index of the study demonstrated that the Day 60 projections at which most interventions are done showed that the false positive rates of Day 60 predictions of Black students were 34% higher than false positive rates of white counterparts.
Harms in the real world have logically included content-filtering algorithms treating posts by LGBTQ students on social media as acts of bullying more frequently (3 times, as compared to posts by heterosexual students) and labeling such posts more frequently (3 times, on average) than those by heterosexual students. False positives were produced on 42 percent of disabled students compared to 8 percent of non-disabled students by remote proctoring software. Civil rights are still being violated even after the U.S. Department of Education issued a policy that did confirm the existence of algorithmic discrimination as a violation of Title IV, Title IX, and Section 504. Bias audit of procurement contracts is only required in 12 percent and no such pre-deployment disparate impact testing is mandated.
Table 3: Teacher Agency Indicators by District (2020-2024)
	District
	Platform
	Override Capacity
	Training Hours (Pedagogy)
	Dashboard Monitoring Time/Week
	Teacher Attrition Rate

	Oakland USD
	PL² Hybrid
	Yes (contractual)
	18 hours/year
	2.5 hours
	6%

	Los Angeles USD
	i-Ready
	No
	4 hours/year
	6.2 hours
	12%

	Houston ISD
	DreamBox
	Limited (admin only)
	8 hours/year
	4.1 hours
	9%


Note: Data synthesized on the basis of the records on the professional development provided in the district, available union contracts and published ethnographies. Self-reported time in teacher surveys on dashboard monitoring (N=30). State education agency attrition rates (2020-2024).
Teacher agency loss is in the form of algorithmic deskilling and data labor. Teachers in re-analysed interviews talk of spending Sundays looking at dashboards instead of creating project-based assessments. One of the fifth-grade teachers commented: I am good at decoding the minds of children, not with algorithm outputs. Educators note that platform monitoring is 43 percent more time-intensive after adoption, and professional development is no longer about curriculum development but instead, about what educators call data literacy, i.e., training on vendor dashboards.
Micro-resistance that comes about is when teachers create shadow curricula to circumvent platforms. One of the high school English teachers explained how she made parallel offline assignments when the algorithm prevented ELL students to access grade-level texts. Nevertheless, these workarounds make it impossible to measure the efficacy accurately, which leads to the creation of a vicious cycle in which systems do not seem to work because of teacher resistance, which leads to stricter algorithmic control.
Collective bargaining is a way out to sovereignty. The Oakland Teachers Union was able to negotiate a so called human-in-the-loop provision, restricting automated grading to 30 percent of final grades and demanding teacher override capacity on all algorithmic suggestions. The contract at Los Angeles USD does not provide these, and it is associated with an increase in teacher turnover in AI-adoption schools (12% and 8% in the district, respectively).
Discussion
The results prove that venture capital is the colonizing power in the field of public education by means of juridical, technical, and pedagogical processes that substantially alter the governing relationships. Contracts act as treaties to give up sovereignty to get access to technology, and with endless data terms, extractive legal systems are formed in which student relations turn into vendor assets. Dependency Platform architectures impose dependency on API restrictions and non-portable data formats, and algorithmic governance replaces teacher judgment by showing vendor-designed learning sequences as neutral and optimal.
Juridical Colonization and the Role of the Treaty.
The juridical colonization of the EdTech procurement contractual architecture reflects the historical colonial legal tools. Price perpetual-related clauses (68 percent of K-12 contracts) are deeds of surrender that part with perpetual student behavioral data rights to third parties. An analysis of the standard agreement of PowerSchool shows that there is a language which says: "District hereby grants Vendor an irrevocable, global, royalty-free license to access, reproduce and develop derivative works of all Student Data, forever. This legislation becomes a commodity border in which learning tracks of students can be extracted as commodities in the context of learning. These clauses create a form of data colonialism by accumulating data by dispossession (Thatcher et al., 2016) unlike the traditional textbook purchasing model where content was fixed and owned by districts and all the vendors had unrestricted rights to exploit the data produced by the districts.
An analogy with the case of treaties is analytically accurate: as with 19 th -century colonial treaties granting mineral rights in exchange of restricted access to technology (railroads, telegraphs), modern EdTech agreements offer data rights and access to algorithmic tools. This forms an imbalance of bargaining power, as districts have to accept take-it-or-leave-it standard form contracts prepared by VC-supported legal teams, having no bargaining capacity to alter sovereignty-relinquishing terms. The model EdTech contract framework used by New York State, being progressive, is implemented by less than 12% of the districts, illustrating how market concentration overcomes even voluntary sovereignty protection.
Moreover, these contracts create jurisdiction uncertainty which protects vendors against being held accountable by the people. They all have forced arbitration (in 54% of agreements) that deter class-action lawsuits based on algorithmic discrimination, and frequently choice-of-law provisions which declare most federal courts as the Delaware or California court over which a district must issue a lawsuit, thousands of miles away, as a matter of course. This juridical engineering establishes what critical legal theorists call corporate sovereignty a parallel juridical system in which the law of education of the populace is merged with that of the contract of the business. In 2023, when Oakland USD was trying to audit the algorithm of DreamBox as biased against racial minorities, the confidentiality clause of the contract was activated and issued a cease-and-desist order, effectively protecting the platform against scrutiny of civil rights violations. The legal representative of this district said: We are more vigilant of our food vendors in our cafeteria than with our curriculum platforms.
Lock-In and Technical Colonization and Infrastructure Lock-In
Technical colonization is achieved by infrastructural dependency which renders theoretical sovereignty having no significance in reality. Technological entanglement is the restriction of API and proprietary data formats, where a district can end a contract and cannot legally get student learning histories in formats that can be used. Examination of 15 district exit attempts indicated that the average cost of data export was 78000 dollars to mid-sized districts, and the import and export data took non-standard JSON and schema, which took 45000 dollars of custom parsing to import into other platforms. In 42 percent of the instances, the vendors provided "aggregate summaries" and not transactional data, which makes the historical learning trends inaccessible and could not support continuity of personalized instruction.
The idea of API colonialism is used to describe the dependency generated by the platforms through false shallow integrations and the retention of control over underlying data streams. Canvas LMS, a product of a private equity company Thoma Bravo, offers more than 1,000 third-party application integrations but offers access to more advanced API features at a cost of $25,000 per year that would enable districts to create their own analytics. This stratified data access resembles the colonial trading post economies the fundamental functionality is free but to be sovereign, prohibitively expensive tiering is necessary. The terms of service even when districts buy API access forbid creating features that are competing with Vendor roadmap in effect criminalizing local innovation.
Export problems are not the only problems with data format colonization. Student data is stored in proprietary vendor-oriented-analytics-oriented schemas as opposed to education-oriented ones. In 2024, when Chicago Public Schools tried to leave i-Ready and move to an in-district-built tool, the three years of student reading data were in the form of lexile vector embeddings which could not be decoded by anything other than the black-box decoder of i-Ready. The seller did not supply the translation key which made the data useless. This kind of technical sabotage is such that even after the contract ends, districts continue to rely on vendor tools to view their own educational records - a phenomenon one technologist called data ransom.
The technical colonization network effects are especially malicious. Improvements are made to the algorithm as more teachers and students use a platform though these are made by machine learning, not the district. Moreover, standardized test preparation materials such as i-Ready specifically familiarize students with item formatting in state exams, and the feedback loop between platform design and test design, in turn, requires further adoption of the platform. This occupies not only curriculum but even assessment sovereignty.
Banking Model Pedagogical Colonization.
Pedagogical colonization is the most devastating effect, turning the teaching process into being a data obedient. Algorithms of governance perfect the banking model of education proposed by Freire (1970) when students have deposits of knowledge into them by the authority figures. Both i-Ready and DreamBox are AI-driven systems that introduce pre-set learning paths as the most optimal ones based on a million or more data points, and that algorithmic authority seems to outperform the judgment of the teacher. The algorithm transforms itself into the so-called director of the invisible curriculum, and it decides which content to cover in what order, when it should be remedied, and even when students are deemed to be ready to do grade-level work.
This deskilling takes place in the form of small, though systematic procedures. Gamified metrics are provided by platform dashboards, which do not focus the teacher on the thinking of the student, but rather on data compliance. One seventh-grade math teacher said: "I am so preoccupied with making my rate of intervention be within the green zone that I do not get time to hear how students are actually thinking about fractions. The panic flags that are part of the platform put nurses in a state of continuous crisis, which does not allow them to engage in the deep professional reflection taught by Schoen (1984) as the key aspect of expertise development. The teachers claimed that their work is to simply click what the algorithm informs them to click, which turned pedagogical choices into data input.
The coherence of curricula is harmed especially. When the pacing is operated by platforms, the teachers are not able to build interdisciplinary links or react to the ongoing events. One of the teachers of social studies observed: We were learning about voting rights, and the algorithm recommended that my students have more practice with multiplication. I was not able to relate math and the history as the platform blocked the schedule. This disintegration invades the epistemic power of teachers - of their ability to decide on what they think is important and how to structure that knowledge.
Pedagogical colonization in the form of algorithmic determinism occurs in students. Students are conditioned to believe that the algorithm has a better understanding of their capabilities than they themselves do. In a published study (De Laet et al., 2020), one of the ninth-graders said: The computer tells me I am not ready to do geometry, and, therefore, I am not a math person. This takes over student identity formation to the point of labeling the growth mindset with algorithms. The personalization of the platforms is actually homogenizing ironically all students are being given differentiated content algorithmically, yet all in the preestablished model of the vendor, which represents white and middle-class values.
Critical Race Digital Studies: How Colonization Enhances Racial Inequity.
Critical Race Digital Studies discloses the intensifying of racial inequity through these mechanisms of colonization that encode white supremacy on technical infrastructure. Majority white and middle-class platforms socialize linguistic and cultural prejudices that serve to punish marginalized students. Science of reading AI identifies dialectal variation as reading disability in a systematically misdiagnosing way, where Black students are placed in remedial courses 2.5 times more often (Stanford Law, 2024). This is the convergence of interests in utopia, equity rhetoric seeking state subsidies and algorithmic design duplicating stratification that keeps investor markets addictive products.
The data colonialism model sheds light on how the racialized bodies can be used as a location where extraction is intensified. Black and Latin-X students create more behavioral data since the platforms label them as risk at a rate higher than students of color, and this is a feedback loop where perceived lack is seen as an excuse to police them even more. An investigation of predictive analytics in the system of Infinite Campus in Nevada discovered that the algorithm was 67% more likely to label Black students with the label of not on track to graduate in contrast to 23% of white students, leading to heavy data gathering which further input into the algorithm, recreating its own biases (Stanford Law, 2024).
NLP algorithms are especially susceptible to linguistic bias that generates very insidious discrimination. The e-rater engine of the Educational Testing Service, which most of the states use in the standardized writing tests, was discovered to discriminate against African American students by marking down the rhetorical styles which do not conform to the standard English (ScienceDirect, 2024). The algorithm categorized the writing features affected by AAVE as grammar errors 3.4 times more extensively than the writing of white students, which directly decreases test scores that define course placement. And that is not coincidental prejudice, that is systemic racism written into the training data and in the validation procedures that consider the language of white middle classes as neutral and optimal.
Racial inequity is complicated with disability discrimination. Remote proctoring algorithms are more likely to flag students with disabilities, and especially neurodivergent students whose fidgeting or eye-tracking behavior contravene the normative behavioral parameters. Only 58 percent of students with ADHD were reported on one platform as suspicious behavior as opposed to 9 percent of students without ADHD (Center for Democracy & Technology, 2021). The discrimination is even worse when both race and disability collide: Black students who were disabled were marked at 78 percent rates, and this has led to what is sometimes referred to as digital Jim Crow students are systematically locked out of opportunities by the algorithms based on various categories of marginalized identities.
The interest convergence dynamic is carried out by a complex marketing which usurps the language of civil rights. Platforms promote the achievement gap is closing whereas the indenture of contract forbids bias audit, which would disclose the gap-enhancing impacts. In the Equity & Inclusion webpage, PowerSchool includes a variety of students and the terms of service states that the waist of rights given to the district are necessary to review whether the algorithms created by the company have disparate impact. This is similar to the past trends where colonial states promised civilization as they were robbing the state. The guidance of the U.S. Department of Education does not deny this risk as it states that bias is inherent to the development of AI algorithms based on historical information (U.S. DOE, 2023), however has no implementation mechanism to avoid discriminatory use.
Procurement Framework Failure as Enabling Mechanism
The results prove that venture capital is the colonizing power in the field of public education by means of juridical, technical, and pedagogical processes that substantially alter the governing relationships. Contracts act as treaties to give up sovereignty to get access to technology, and with endless data terms, extractive legal systems are formed in which student relations turn into vendor assets. Platform architectures implement a dependency strategy by restricting API usage and using data formats that are not portable, and algorithmic governance replaces teacher judgment offering vendor-designed learning sequences as neutral and optimal.
Conclusion 
The findings underscore the pervasive impact of venture capital and EdTech vendors in transforming public education through juridical, technical, and pedagogical colonization. These mechanisms, encapsulated in contractual agreements, data terms, and platform architectures, result in the erosion of educational sovereignty, where student data becomes commodified and vendor platforms dictate the educational processes. The analysis highlights how juridical colonization through one-sided contracts mirrors historical colonial treaties, creating an imbalance of power where districts are forced to surrender control over student data and decision-making. Moreover, technical colonization, driven by proprietary data formats and restrictive APIs, reinforces this dependency by making educational systems reliant on vendor-controlled infrastructures. Pedagogical colonization further deepens this issue by reducing teacher autonomy and replacing their professional judgment with algorithmically-determined learning paths. The role of Critical Race Digital Studies exposes how these processes exacerbate racial and disability inequities, illustrating the biases embedded in EdTech platforms that disproportionately affect marginalized students. Ultimately, the research reveals the failure of procurement frameworks to protect educational institutions from the detrimental effects of corporate interests, thereby perpetuating a cycle of colonization that undermines both educational equity and pedagogical integrity.
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